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Super computing ’96



Avalon Timeline
May 16, 1996 LDRD proposal for Beowulf research rejected
Aug. 13, 1996 Memo to T director proposing Beowulf cluster
Sep. 30, 1996 Loki cluster built with T-div funding
Nov. 20, 1997 Loki wins Bell price/performance prize

Feb. 2, 1998 Meeting at CNLS to discuss 64 node Alpha cluster
Mar. 10, 1998 Machines ordered from Carrera
Apr. 10, 1998 70 nodes delivered
Apr. 13, 1998 Machine fully assembled, Linpack over 10 Gflops
Jun. 18, 1998 Avalon ranked 315 on Top500 list
Jun. 25, 1998 First node failure in 47 days
Sep. 11, 1998 Upgrade to 140 nodes completed

Nov. 5, 1998 Avalon ranked number 113 on Top500 list
Nov. 12, 1998 Avalon wins Bell price/performance prize
Nov. 11, 1999 Avalon falls to number 265 on Top500 list

Nov. 2000 Avalon falls off the Top500 list
July 2001 3 million node hours provided, 60+ publications



Loki

Qty. Price Ext. Description

16 595 9520 Intel Pentium Pro 200 Mhz CPU/256k cache
16 15 240 Heat Sink and Fan
16 295 4720 Intel VS440FX (Venus) motherboard
64 235 15040 8x36 60ns parity FPM SIMMS (128 Mb per node)
16 359 5744 Quantum Fireball 3240 Mbyte IDE Hard Drive
16 85 1360 D-Link DFE-500TX 100 Mb Fast Ethernet PCI Card
16 129 2064 SMC EtherPower 10/100 Fast Ethernet PCI Card
16 59 944 S3 Trio-64 1Mb PCI Video Card
16 119 1904 ATX Case
2 4794 9588 3Com SuperStack II Switch 3000, 8-port Fast Ethernet

255 Ethernet cables
Total $51,379

Table 1: Loki architecture and price (September, 1996).



Avalon Architecture (After Upgrade)

Qty. Price Ext. Description

140 1701 238140 DEC Alpha 164LX 533 MHz 21164A, with 2x128Mb
SDRAM DIMM ECC memory (256 Mbyte/node),
Quantum 3240 Mbyte IDE Hard Drive, Kingston
100 Mb Fast Ethernet PCI Card, cables, assembly,
Linux install, 3 year parts/labor warranty

70 285 19950 128 Mb Memory upgrade for initial 70 nodes
4 6027 24108 3Com SuperStack II 3900, 36-port Fast Ethernet
8 968 7744 Gigabit uplink modules for 3900s
1 10046 10046 3Com SuperStack II 9300, 12-port Gigabit Ethernet
5 1055 5275 Cyclades Cyclom 32-YeP serial concentrators

140 10 1400 Serial cables (20 ft)
7 117 819 Shelving

56 100 5600 Final assembly labor
Total $313,082 $2236 per node 1.066 Gflops peak per node









Avalon Construction



Avalon Construction



Avalon Construction





Avalon Simulations

� In April 1998, Avalon performed a 60 million particle molecular
dynamics (MD) simulation of shock-induced plasticity using the
SPaSM MD code. This simulation ran for a total of 332 hours on
Avalon, computing a total of

������� � �	� 
��
floating point operations.

� The beginning of this simulation sustained 9.9 Gflops over a 44
hour period, and saved 68 Gbytes of raw data.

� Overall, we obtained a sustained throughput of 9.4 Gflops and a
price/performance of $16/Mflop (or $12/Mflop without checkpoints
or graphics).



Galaxy Formation Simulation



SPaSM Molecular Dynamics Simulation



SPaSM Molecular Dynamics Simulation



Avalon Simulations

� In April 1998, Avalon performed a gravitational treecode N-body
simulation of galaxy formation using 9.75 million particles, which
sustained an average of 6.78 Gflops over a 26 hour period.

� This simulation is exactly the same as that which won a Gordon
Bell price/performance prize in 1997 on the Loki cluster, at a total
performance 7.7 times that of Loki, and a price/performance 2.6
times better than Loki.

� Avalon was upgraded to 140 processors and 35 Gbytes of
memory in September, and was able to update 150 million
particles at 29.6 Gflops, resulting in a price/performance of
$10.5/Mflop.



Looking back

Year Machine Perf. Price/Perf Total flops
1998 Avalon 10 Gflops $16

�
��� � �	� 
��
1997 Loki 880 Mflops $58

�
��� � �	� 
��
1996 6 proc SGI R8000 903 Mflops $160 � ��� � ��� 
�

1995 20 proc HP 9000 176 Mflops $450 � ��� � ��� 
��
1994 8 proc HP 9000 780 Mflops $300 � ��� � ��� �
1993 SNAP-32 409 Mflops $133

����� � �����

Table 2: Past price/performance statistics.

The total number of floating point operations performed in the
Avalon MD simulation was greater than the number of operations
carried out on ASCI Red by last year’s Gordon Bell Performance
Prize winner.



Treecode perf ormance

Site Machine Procs N �  "!$# Gflops Mflops/proc
Sandia ASCI Red 6800 322 464.9 68.4
LANL Avalon 128 150 17.60 137

Sandia ASCI Red 4096 10 164.3 40.1
LANL Avalon 128 16.16 126
LANL TMC CM-5 512 14.06 27.5

Caltech Intel Paragon 512 13.70 26.8
LANL SGI Origin 2000 64 13.10 205.0
NRL TMC CM-5E 256 11.57 45.2

Caltech Intel Delta 512 10.02 19.6
NAS IBM SP-2(66/W) 128 9.52 74.4
JPL Cray T3D 256 7.94 31.0

Caltech Naegling 96 5.67 59.1
LANL CM-5 no vu 256 2.62 5.1
SC ’96 Loki+Hyglac 32 2.19 68.4
LANL Loki 16 1.28 80.0



Production Computing

� Avalon currently provides over 18,000 node-hours of production
computing time per week, split among about 10 production users.

� Avalon provides 4000 node-hours of development time per week
for another 40 users.

� Obtaining an equivalent amount of computing through Los
Alamos institutional sources would cost a minimum of $40,000
per week ($2 million/yr).



Real Costs

� Initial hardware cost of about $300k. Initial software cost of $0.

� Power and space for the machine are estimated to be about
$20k/yr.

� All of the hardware and software maintenance on the machine is
performed in the spare time of four people, averaging less than
10 man-hours of labor per week ($50k/yr at $100/hr).

� Amortized over three years, the real cost (including all incidentals)
works out to about 15 cents per cpu hour.



� Avalon ranked at #113 on the TOP500 supercomputers list in Nov.
1998, at 48,600 Mflops.

� TOP500 is based on Parallel Linpack performance.

� Avalon peak performance is 149,400 Mflops.

� Falls between a 156 processor IBM SP PC604e 332 and a 25
processor NEC SX-4

� In March 2000 Avalon ranked at #265 on the TOP500 list.
Currently (July 2001), the end of the top500 list is at 68 Gflops.



Micr osoft’ s words from
“Lin ux OS Competitive Anal ysis”

Beowulf clustering - Beowulf is a shared-nothing cluster that runs
today on Linux. It requires specially developed applications which
are able to spawn subprocesses on remote hosts for computing.
As such, it is not a real competitor to WolfPack and most of
the magic in Beowulf [is] in the applications rather than system
services. However, as a press-magnet, Beowulf clusters with
appropriate software have been demonstrated at supercomputer
power (a 10GFLOP was recently ranked #315 on the top 500
supercomputers list maintained by the NCSA).



Lin ux vs. NT, from Micr osoft’ s memo

Real or perceived advantages.

� Customization - The endless customizability of Linux for specific
tasks - ranging from GFLOP clustered workstations to 500K RAM
installations to dedicated, in-the-closet 486-based DNS servers
- makes Linux a very natural choice for ”isolated, single-task”
servers such as DNS, File, Mail, Web, etc. Strict application
and OS componentization coupled with readily exposed internals
make Linux ideal.

� Availability/Reliability There are hundreds of stories on the web
of Linux installations that have been in continuous production for
over a year. Stability more than almost any other feature is the
#1 goal of the Linux development community (and the #1 cited
weakness of Windows)



Lin ux vs. NT, from Micr osoft’ s memo

Real or perceived advantages.

� Scalability/Performance Linux is considered faster than NT in
networking, and processes. In particular, as a server, Linux’s
modular architecture allows the administrator to turn off graphics,
and other non-related subsystems for extreme performance in a
particular service.

� Interoperability Every open protocol on the planet (and many
of the closed ones) have been ported to Linux. In a Windows
environment, work from the SAMBA team enables Linux to look
like an NT Domain Controller / File Server.







In Conc lusion

� The Beowulf architecture provides a low-cost message-passing
hardware and software environment capable of performing large-
scale numerical simulations.

� We hope the example we have provided with Avalon will
encourage others to investigate the applicability of Beowulf-class
hardware to other scientific supercomputing problems, as well as
to other data-intensive computing projects.

� A good algorithm can achieve an increase of many orders of
magnitude in performance, while hardware is limited to a mere
factor of ten every five years.
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